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People can infer a lot from gaze

• Gaze is one of the modalities (feedback channels) 
that give information of the mental state of the 
person

• So far, machines have been unable to interpret it
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Proactive information retrieval

• Telling a computer what you want is difficult:

- You have to understand what you want

- You have to formulate your wish to a form that 
computer understands it

- You have to type or click in your wish

• One reason computers are clumsy is that they cannot 
understand subtle hints, but they require (more or less) 
explicit feedback

• Our specific goal is to use eye movements measured 
during an information retrieval task to give better 
answers to questions like:

- Is the user interested in the text she is reading?

- What is the user interested of?
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New field

• Measuring eye movements un-intrusively in practical 
applications is becoming also commercially feasible

• Quantitative relation between eye movements and the 
mental state of an user in a typical IR task has been 
unknown (until us)

• Lots of appealing things:

- Interaction with the theory and application:

‣ Connection to many machine learning problems

‣ We can design the experiments and make the 
measurements; we are the application area experts

- Psychological interpretation of the results

- An important future application
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Brief history
• 1950’s onwards: rigorous psychological research on eye 

movements. (Quite orthogonal to our work, however.)

• 2000-2003: SUITOR, agent that monitors eye 
movements when user is viewing web pages. No 
quantitative conclusions. (Maglio, Barret, Campbell)

• 2003: iDict, proactive translator (Hyrsykari, Majaranta, 
Räihä). A translation is provided if user stares at the 
word long enough.

• Before and after 2000: Eye typewriters - an important 
application, for example, for people with disabilities. 
Example: Dasher; Ward, MacKay, 2002.
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Dasher Eye Typewriter
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Ward, MacKay,
http://www.inference.phy.cam.ac.uk/dasher/Demonstrations.html

Brief history

http://www.inference.phy.cam.ac.uk/dasher/Demonstrations.html
http://www.inference.phy.cam.ac.uk/dasher/Demonstrations.html


Relevance from eye movements

• Mostly by us

• 2003: Initial studies

• 2004-2005: Does the user find the text relevant?

• 2006-2007: What is the user interested of?

• Projects, events:
- PRIMA under the Academy’s Proactive Computing 

Research Program (PROACT), 2002-2005
- PASCAL Challenge and NIPS workshop in 2005, see 

http://www.cis.hut.fi/inips2005/
- PASCAL Pump Priming project in 2006-2007
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Eye tracker
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Measuring eye movements

Eye tracker 
measures the 
location of the 

pupil and cornea 
reflection using an 
infrared camera

Video of the user’s view

SMI iView X (similar to the 
tracker we initially used)



Tracker we bought
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Jaana Simola and Tobii 1750

Looks like a normal LCD monitor, 
good for reading text etc.

Infrared lights 
(invisible to bare eye)

Infrared camera

Allows normal head 
movement, tracking 

accuracy ½° 

Currently expensive, 
consumer versions 

maybe in 5-10 years(?)

Measuring eye movements
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Measuring eye movements

• We have typically performed the experiment and 
analyzed the data off-line using data file created by the 
eye tracker

• We plan to have on-line demonstration after the 
summer

Which lines are relevant for the reader?



About eye movements

• Eye movements are usually (and ambiguously) divided to fixations and 
saccades

• According to psychological studies, the duration of a fixation T is 
(mainly) related to information transmitted S (in bits), or S ∝ log T 

(for example in reading, surprising words are stared at longer).

• Fixations usually have something to do with visual attention

• We have mainly used word specific features, computed from the 
fixation sequence, in our analysis (such as number of fixations on the 
word, relative and absolute fixation durations, and lengths of saccades 
before and after fixation)
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Task
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Is the user interested in text she is reading?

• Training data: set of 
titles of scientific 
papers, measure eye 
movement trajectory, 
ask about relevance of 
titles afterwards

• Task: predict relevance 
for new titles, given 
eye movement 
trajectory, that is, 
estimate p(relevance|
eye movements).

• Textual content not 
taken into account at 
all!Salojärvi, Puolamäki, Kaski. ICANN’05.

Puolamäki, Salojärvi, Savia, Simola, Kaski. SIGIR’05.



Feature extraction

19

• A sentence (title) is 
partitioned into words

• We used the most 
discriminative word-
specific fixation-based 
features:

- one or many fixations

- total fixation duration

- reading behavior

Is the user interested in text she is reading?
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The Minimum Error Minimax Probability Machine

Sphere−Packing Bounds for Convolutional Codes

Quantum State Transfer Between Matter and Light

PAC−Bayesian Stochastic Model Selection

Pictorial and Conceptual Representation of Glimpsed Pictures

Blink and Shrink: The Effect of the Attentional Blink on Spatial Processing

Feature extraction
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• A sentence (title) is 
partitioned into words

• We used the most 
discriminative word-
specific fixation-based 
features:
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• First level: transitions between sentences

• Second level: transitions between words

• Optimized with discriminative Expectation Maximization 
(EM) algorithm (Salojärvi, Puolamäki, Kaski. ICML’05)

20

relevance={R,I}

R I

Discriminative training
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Discriminative training

• Data D=(R,E), R being relevance of a text and E eye 
movement features related to the text

• Probabilistic model p(R,E|θ), with parameters θ. In our 
case, a Hidden Markov Model

• Normal training (can be solved using EM algorithm, e.g., 
Baum-Welsch): θ=arg max p(R,E|θ).

• Discriminative training: θ=arg max p(R|E,θ)

• Discriminative training gives better results in 
classification tasks where we want to estimate p(R|E), 
but training is harder

• We have constructed an EM algorithm for the 
discriminative case, with a convergence guarantee 
(Salojärvi, Puolamäki, Kaski. ICML’05)
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Results

• Clearly better than random, but not close 100%, 
because eye movements are a very noisy and indirect 
indicator of relevance

• Complement eye movements with other sources of 
relevance information, like collaborative filtering
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Model Perplexity Accuracy

Dumb Model - 66.6 %
HMM (eye movements) 1.78 73.3 %

Small perplexity and large accuracy is better.

Is the user interested in text she is reading?



Collaborative filtering
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Documents 1 2 3 4 5 6

User 1 ? I R ? R R

User 2 I ? I R ? ?

User 3 R R ? ? I ?

User 4 R I R R ? ?

User 5 I ? ? R ? R

Is the user interested in text she is reading?



Results
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Model Perplexity Accuracy

Dumb Model - 66.6 %
HMM (eye movements) 1.78 73.3 %

Model Perplexity Accuracy

URP (collab. filtering) 1.50 83.0 %
Small perplexity and large accuracy is better.

Is the user interested in text she is reading?



Combining feedback

• Dirichlet mixture 
model (Salojärvi, 
Puolamäki, Kaski, 
ECML’05)

• Modular approach: 
original probabilities 
from different 
models

25

p(relevance|user,document)

p(relevance|user,document)

p(relevance|user,document)

1

N

Graphical model 
representation of the 

Dirichlet mixture 
model
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Figure 2: A graphical model representation of URP.
The grey circle indicates an observed value. The
boxes are “plates” representing replicates and the
index at the bottom right corner of each plate in-
dicates the number of replicates. The lowest plate,
labeled with NU , represents users. The plate labeled
with ND represents the repeated choice of user group
and document. The plate labeled with KU repre-
sents the multinomial models of relevance for the
different user groups.

• For each pair (Z, d), a binary relevance value r is drawn
from the Binomial(β(Z, d)).

Comparison to Other Latent Topic Models
In the URP model each user is assigned a distribution of
multinomial parameters θ and the latent user group (“topic”
in text modeling) Z is sampled repeatedly for each docu-
ment. A user can therefore belong to many groups with
varying degrees. In URP, the multinomial parameters θ are
marginalized out from the maximum likelihood cost func-
tion. In the well-known latent topic model called Probabilis-
tic Latent Semantic Analysis [4], the number of parameters
grows with the number of users, since each user is given a
fixed set of multinomial parameters θ.

URP is closely related to Pritchard’s latent variable model
[16] and Latent Dirichlet Allocation (LDA) [2] (also known
as multinomial PCA). URP can be seen as an extension to
LDA with one extra dimension in the parameter matrix β
to represent the possible different rating values. In our case
we only have two values.

Evaluating Gibbs URP
In Gibbs URP a five-fold cross-validation within the training
set was first carried out to determine the optimal number of
user groups in the range {1, 2, . . . , NU}. In our experiments
the optimal number of user groups was found to be two,
which was later used when computing the predictions for
the final test set.

The duration of the burn-in period was determined by
running three MCMC chains in parallel and monitoring the
convergence of predictions.

Dumb Model and Document Frequency Model
We introduced two simple models to give baseline results.
The dumb model classifies all documents to the largest class,
P (r = 0) = 1. The document frequency model does not take
into account differences between users or user groups. It

X

! r P
X

"
X

N
U
NDx

Figure 3: A graphical model representation of the
discriminative Dirichlet mixture model. X is the in-
dex of the model that predicts relevance, in our case
X ∈ {eye, urp}. The grey circles indicate observed
values. In our model we observe triplets (r, Peye, Purp)
for each user-document pair.

simply models the probability of a document being relevant
as the frequency of r = 1 in the training data for the docu-
ment,

P (r = 1 | d) =

P
u #(u, d, r = 1)P

u,r #(u, d, r)
.

3.3 Combining Models
We started by examining the prediction performance of

each of the models separately. Since the models use different
sources of information, the natural extension is to combine
their predictions.

Both models produce a probability of relevance for each
given (user, document) pair. The simplest way to combine
the models is to train the models independently and combine
the predicted probabilities to produce the final prediction.
This approach has the advantage of being modular and eas-
ily extensible.

Discriminative Dirichlet Mixture Model
We formulated a generative model for combining probabili-
ties. Let us denote the prediction of the collaborative filter-
ing model by Purp and the prediction of the eye movement
model by Peye.

We first define a model that generates the observed rel-
evances r ∈ {0, 1} and the (noisy) predictions Purp and
Peye. Our goal is to find an expression for P (r|Purp, Peye, ϕ),
where ϕ denotes all parameters of the model.

The generative process of the discriminative dirichlet mix-
ture model is (see Figure 3) as follows:

• For each (user, document) pair, a binary relevance r
is drawn from Binomial(π).

• For each X ∈ {urp, eye}, a vector of multinomial (in
this case binomial) parameters PX is drawn from Dir-
ichlet(αr

X).

The observed variables of our model are the binary rele-
vances rn and the prediction probabilities PX,u,d, where the
indices u, d denote all (user, document) pairs. The param-
eters of the model are given by ϕ = {π, αr

urp, αr
eye}. We

have ignored the priors of the parameters, since we assume

Graphical model 
representation of the 

Dirichlet mixture 
model

Is the user interested in text she is reading?



Results
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Model Perplexity Accuracy

Dumb Model - 66.6 %
HMM (eye movements) 1.78 73.3 %

Model Perplexity Accuracy

URP (collab. filtering) 1.50 83.0 %

Model Perplexity Accuracy

Linear Mixture 1.50 83.0 %
Dirichlet Mixture 1.48 85.2 %

Small perplexity and large accuracy is better.

Is the user interested in text she is reading?
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Task

• User tries to find documents of a specific topic, for 
example, of dinosaurs.

• We (the computer) do not know the topic.

• Task: guess topic, or user’s query, from the way the user 
is reading the documents shown to her.

• Controlled experiment: we advise user to look for a 
specific topic (query), and then show her a collection of 
(cleaned) Wikipedia articles of different topics and ask 
her to classify the documents as relevant or irrelevant 
for the topic.

28

What is the user interested of?

Hardoon, Shawe-Taylor, Ajanki, 
Puolamäki, Kaski. AISTATS’07.
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Assumptions
• There is a link between relevance of a word and eye 

movements related to it.

• There is data for which the relevance and eye 
movements are known (but for different topics).

• The link is independent of actual topic.

• The link can be learned and used on new topics.

• More specifically:

- Infer term-specific parameters from wt=fλ(et,st), 
where et are term specific eye movement features, 
and st topic-independent word features (e.g., IDF of 
the word)

- essentially, fλ() is a topic-independent regressor, 
parameters λ are learned in training phase

33
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Figure 2: Sample plot of saccades (lines) and fixations (dots) on a document (on the left) and term weights
inferred from eye movements on all documents in the Dinosaurs category (on the right). The magnitude of the
inferred weight is shown by the thickness of the underlining. The words which do not appear in the dictionary
are shown in light grey.

following we will use precision to refer to the average
precision defined above.

Baseline models. To show that including the eye
movements in the model really is beneficial in the doc-
ument relevancy prediction task we compare the result
of the model using all 26 eye movement and text fea-
tures to a model that uses only the 4 text features.
Both models are trained as was described in Section
5.1. The only difference is in the feature sets. In Table
2 the text features only model is denoted by Wtext(4).
The average precision for this model is 29.63%.

The expected precision of a uniformly random ranking
is 3.69% for 4 positive examples out of 244 documents
(the Natural disasters category) and 6.10% for 10 pos-
itive examples (all other categories). These results are
significantly worse than our other results because there
is an imbalance in the proportion of positive exam-
ples in the training (about half are positive) and test
sets (only 10 out of 244 are positive) which the ran-
dom model does not take into account. We have con-
trolled this bias by comparing two models Wtext(4)
and Wi(26) (see below) which differ only in that in
latter also the eye movements have been taken into
account

The upper expected limit of performance is given by
the ideal weights, denoted by SVM in the results in
Table 2.

Models with combined features. The non-linear
regression model Wi(26) uses both the eye movement
and the term features and the number of projection
directions in the KPLS regression equals the number
of features. It has average precision of 39.82%. The
result is significantly better than that of the text fea-
tures only model (P < 0.01, Fisher Sign Test). This
is quite a strong result considering the complexity of
the task.

We tested also two other non-linear models, labelled
Wi(39) and Wi(52), with the number of projection
directions exceeding the number of features. They
have similar overall performance. The linear regres-
sion model Wi has a bit lower precision on average.
The topicwise results are shown in Table 2.

It is interesting to observe that the some search topics
achieve a higher precision with the linear regression
model than with non-linear one. Despite these results
it is apparent that the non-linear approach outper-
forms the linear one across all selections of the number
of feature directions.

It is striking that the eye movement models perform
worse than the text features only baseline model in
some categories. One possible reason for that is that
some users have read through most of some documents
instead of just finding enough evidence to judge the
relevance, perhaps because they were interested in the
topic. This kind of reading behaviour would not em-
phasise the interesting words and would make it im-
possible to learn the regressor.

Eye movements combined with explicit rele-
vance feedback and text content. Our initial
assumption was that combining eye movements with
the explicit relevancy feedback improves overall per-
formance. Comparing SVMi and SVM-2Ki results in
the Table 2 shows that this is not true for all search
topics. Nevertheless, the overall precision is improved
by combining the two sources of information.

7 DISCUSSION

We addressed the extremely hard task of constructing
a query in an information retrieval task, given nei-
ther an explicit query nor explicit relevance feedback.
Only eye movement measurements for a small set of
viewed snippets, and the text content of the snippets

What is the user interested of?



Results on unseen documents
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Avg. precision

Baseline 30%

Query constructed 
from eye movements

40%

Larger average precision is better

Still quite preliminary...

What is the user interested of?



Second task
• Does a small amount of explicit feedback help?

• Given small set of texts (10 documents), with known 
relevances and eye movements.

• Learn estimator for relevance given text content and 
eye movements.

• Transform into estimator which uses only text content.

• Apply the estimator to unseen documents.

• More specifically: 

- What is shared by the text content and eye 
movements are relevant for the classification

- Extract the common aspects with KCCA, and then 
train SVM using these (in practice, this optimization is 
combined into one, SVM-2K)

- Finally, extract text-only classifier
36
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Avg. precision

Baseline 30%

Query constructed 
from eye movements

40%

Larger average precision is better

Explicit feedback only 62%

Expl.+eye movements 64%

Results on unseen documents
What is the user interested of?
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Concluding remarks

• Eye tracking gives information about user preferences/
interests/relevance

• The link between eye movements and user preferences 
is highly non-trivial: machine learning is needed

• So far: feasibility studies

• We do not know how far it is possible to go

• Promising application area for machine learning

39

See http://www.cis.hut.fi/projects/mi/proact.shtml 

http://www.cis.hut.fi/projects/mi/proact.shtml
http://www.cis.hut.fi/projects/mi/proact.shtml


The big picture
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Eye movements in IR

Relevance feedback
Typed input
Click streams
Eye movements

Other data
History
Collaborative filtering
Textual content

A user model

Inferred relevance

Variety of 
applications
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Hardoon, Shawe-Taylor, Ajanki, 
Puolamäki, Kaski. AISTATS’07.

Table 2: The precision for various predictors and search topics, in percent. Larger precision is better. The
baseline models are a text-feature-only model and an SVM constructed directly of the documents to classify
them into 25 topic classes. The baseline models provide expected lower and upper limits for the supposed
performance of the predictors. The largest precision for each search topic and class of predictors is shown in
boldface. The Wi(26) model outperforms the Wtext(4) baseline model (P < 0.01, Fisher Sign Test).

Baseline Eye movements Expl. Impl.&Expl.
feedb. feedback

Wtext(4) SVM Wi Wi(26) Wi(39) Wi(52) SVMi SVM-2Ki

Astronomy 19.33 63.66 24.18 17.75 16.95 18.35 39.57 40.11
Ball games 64.50 100.00 85.91 66.57 59.88 57.26 75.33 86.01

Cities 15.38 96.22 25.14 20.91 19.35 21.31 69.83 80.53
Court systems 47.70 85.67 47.38 53.01 49.05 46.21 62.72 59.83

Dinosaurs 38.42 100.00 53.42 68.49 71.16 63.30 95.73 94.30
Education 26.53 96.69 30.60 44.98 54.32 38.98 50.33 56.25
Elections 42.26 75.67 42.09 43.30 44.70 44.93 72.87 67.52
Family 23.03 83.54 22.22 25.83 25.75 21.19 70.22 71.81
Film 10.51 81.02 23.28 52.20 53.72 45.28 54.51 54.08

Government 28.25 68.80 32.88 35.67 35.35 35.24 32.75 26.92
Internet 5.24 67.10 8.84 7.37 7.91 9.36 35.58 39.35

Languages 49.24 96.52 55.27 81.84 74.89 81.98 89.74 93.51
Literature 12.61 56.80 14.32 16.59 22.69 15.70 18.24 26.84

Music 8.92 82.67 16.32 11.89 12.26 11.19 60.21 74.03
Natural disasters 73.33 100.00 83.04 85.42 88.75 88.75 100.00 100.00

Olympics 27.67 98.09 39.80 39.13 42.60 37.27 92.63 97.69
Optical devices 16.83 81.69 18.21 18.82 15.90 18.13 56.08 64.44
Postal system 25.56 99.09 20.44 29.39 20.72 20.66 76.30 81.66

Printing 48.89 100.00 55.12 60.44 63.68 62.39 63.24 68.01
Sculpture 7.03 86.35 19.52 25.01 20.70 24.94 60.17 62.44

Space exploration 45.74 94.07 72.16 75.03 72.46 75.60 65.08 67.41
Speeches 27.20 84.80 37.30 42.26 37.40 37.09 75.31 70.29
Television 39.74 88.79 45.20 40.29 49.83 42.68 36.68 34.61

Transportation 16.86 70.22 13.07 13.12 11.57 11.68 44.02 41.59
Writing systems 19.91 95.56 28.63 20.26 31.12 25.31 46.76 50.28

Average 29.63 86.12 36.57 39.82 40.11 38.19 61.76 64.38

was available. This is a prototype of a task where the
intent or interests of the user are inferred from implicit
feedback signals, and used to anticipate the users ac-
tions.

We were able to learn a “universal predictor of rele-
vance predictors” from a collected database of queries,
their relevant and irrelevant documents, and the corre-
sponding eye movements. The predictions performed
better than a simple model which utilized only the tex-
tual content of the documents on new queries. There
is ample room for improvement in the prediction per-
centages; our best eye movements model gives mean
precision of 40.11% as opposed to 29.63% of the text
only model. Nonetheless, the feasibility study was suc-
cessful; the conclusion is that the eye movement help
in predicting relevancy of a document.

We further experimented with a model where the tex-

tual content of the documents and explicit relevance
feedback given by the user (whether or not the user
thinks the document is relevant to the search topic)
were taken into account. As expected, the pure ex-
plicit feedback improved the precision significantly to
61.76%. Our results show that also in this scenario,
taking the eye movements into account we can further
improve the precision by a couple of percentage points.

We conclude that in constructing a query, eye move-
ments provide a useful implicit feedback channel. As
expected, the feedback obtained from the eye move-
ments is less informative than relevance feedback
typed in by the user, but nonetheless this implicit
feedback can be exploited. In practical applications
all available feedback channels, in addition to the eye
movements, should of course be utilized; the practical
implication of this study is that if eye movement data


